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Abstract

Objective: To assess communication and interpersonal skills (CIS) of radiology residents through faculty and
standardised patients (SP).

Methods: In this day-long objective structured clinical examination (OSCE) in January 2009, 42 radiology
residents took part at six stations in Karachi, each with a standardised patient and a faculty evaluator. Each
encounter lasted 15 minutes followed by independent assessments of the residents by both the evaluators.

Results: Based on rating-scale evaluations, all cases had satisfactory internal consistency (Cronbach’s alpha
0.6 to 0.9). The alpha values were comparatively diminutive against the checklist scores. Correlation among
faculty was 0.6 (p<0.001) with the use of both the checklist and the rating scale. Among standardised patient,
 intra-class correlation was 0.6 (p<0.001) for checklists and 0.7 (p=0.001) for rating scales. Moderate to strong
correlations (r=0.6 to 0.9) existed between checklist and rating scores by the same type of evaluator.
Correlations among the faculty and standardised patient using the same assessment tool were unimpressive.

Conclusion: Both checklists and rating scales can serve as satisfactory assessment tools for communication
and interpersonal skills using objective structured and clinical examination with the assistance of faculty and
standardised patients.

Keywords: Radiologists, Communication, Interpersonal skills, Standardised patients. (JPMA 62: 915; 2012)

Introduction

Radiologists play a key role in the delivery of healthcare by effective provision of diagnostic information
to the patients and the care-providers.1-3 Though such information is mainly transmitted in writing, situations
demanding communication and interpersonal skills (CIS) are commonly encountered.1,2 These include issues bearing
scientific, ethical and legal implications such as differences of opinion among colleagues, ominous findings during an
antenatal ultrasound or urgent findings pertinent to patient safety.1,4 A deep understanding of CIS is imperative for a
radiologist as s/he has the unique responsibility of communicating with the patients, their families and the clinicians.5

CIS is among the core competencies mandated by the Accreditation Council for Graduate Medical Education.6 The Joint Commission also stipulates proficiency in CIS for the credentialing of physicians.7 The American College of Radiology has been providing standards of non-written communication for over a decade.1 Despite such strong emphasis, CIS receives little attention in radiology residency programmes. Detection of the disease and performance of the procedure are emphasised much more than effective communication of information thus collected.8 In one study, 80% clinical radiologists perceived themselves inadequately trained in communication skills.9 Many programmes have introduced workshops or courses in CIS. Nevertheless, mere exposure does not correlate with performance in a CIS exam.10 At the same time, exit examinations in Radiology are generally deficient in CIS component and, unfortunately, learning tends to be focused on areas of assessment.11

The complexity involved in objective measurement of CIS is a major roadblock to its inclusion in competency examinations.12,13 A multitude of methods are available: oral examinations, direct observation by faculty and peers, objective structured clinical examination (OSCE) employing standardised patients (SP), self-assessment scales, patient surveys, computer-assisted simulations, and 360 degree assessments.13 Of these, SP-OSCE has been studied extensively and appears to be the most promising.14

Selection of the appropriate tool is also critical for gauging CIS.12 Both checklists and rating scales have been utilised for the psychometric assessment of CIS through SP-
OSCE. While proponents of checklists emphasise objective assessment based on performance of specific tasks, others point towards the potential of rating scales for capturing subjectivity inherent to CIS. We compared the utility of checklists and rating scales for assessment of Radiology residents’ CIS by two types of evaluators: Faculty and SP.

**Subjects and Methods**

A day-long SP-OSCE was conducted at Aga Khan University Hospital, Karachi, Pakistan in January 2009. The study was approved by the institution’s Ethical Research Committee. Written informed consent was a pre-requisite for participation in the study. Participants wore random number identification tags throughout the OSCE. No identifying information of participating individuals or institutions was collected.

All post-graduate trainees enrolled in Radiology departments of Karachi, accredited by the College of Physicians and Surgeons Pakistan (CPSP) at the time of study and had attended the workshop on communication skills at the CPSP were eligible for participation.

A minimum sample of n=34 was required for achieving greater than 80% power to detect a difference of 0.5 in Pearson's coefficient (significance level 0.05, two-tailed) for correlation between scores using the two evaluation tools. A two-stage sampling strategy was employed. Of the nine (five public, four private) eligible training programmes, three public and two private institutes were identified by random draw. After permission from each institution, a random sample of residents was selected from these programmes. The sample size was inflated by 25% and n=42 residents were invited to participate.

Incident reports and patient complaints filed with the department of Radiology, where the study was conducted, were reviewed to identify six case scenarios. Subsequently, extensive literature review and expert discussions were conducted to develop items within each scenario. The Kalamazoo consensus statement issued at the Bayer-Fetzer conference served as the scaffolding during this process. The number of items was tailored to each scenario and ranged from 9 to 18. Two assessment tools were designed for each case: a binary checklist (0=Not done, 1=done) and Likert-type rating scale (1=Unsatisfactory, 2=Acceptable, 3=Fair, 4=Good, 5=Very Good, 6=Excellent, 7=Outstanding).

The university's medical school maintains a group of SPs for training and evaluating medical students in clinical as well as communication skills. Six of these experienced SPs participated in the current study. The faculty evaluators were selected from among the examiners of postgraduate certification in Radiology. All raters were provided the study protocol, cases and methods of evaluation one week prior to the OSCE. In addition, SPs completed a 5-hour session with two master trainers one day prior to the OSCE. Case items were finalised based on the feedback received after the training session.

Prior to OSCE, each resident completed a short questionnaire documenting his/her gender, age, type of training institute and the year of training. The OSCE comprised six stations, each with a permanently stationed SP and a faculty member. Each encounter spanned 15 minutes, followed by independent assessment of the resident’s performance by faculty and SP using both the checklist and the rating scale. Seven minutes were allocated for this step.

Data was dually entered and validated using EpiData v3.2. Data were then exported to SPSS v16.0 for further analyses. Frequencies (percentages) were computed for categorical and mean ± SD for continuous variables. Cronbach’s alpha was calculated as a measure of internal consistency for each scenario. Cumulative scores of individual residents at each station were converted to percentage to allow for meaningful comparisons. Paired t-test and Pearson’s correlation coefficient were used to compare scores on the checklist and the rating scale. Separate analyses were conducted for evaluations done by the faculty and the SPs. For all analyses, p <0.05 was considered significant.

**Results**

A total of 42 radiology residents (69% females) with a mean age of 30.5 ±3.4 years participated in the study. Of the residents, 23 (54.8%) were being trained at private

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
<th>Faculty</th>
<th>SP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Wrong diagnosis - foetal gender on prenatal ultrasound</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>B</td>
<td>Breaking bad news - Intrauterine demise in primigravida</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>C</td>
<td>Disagreement with colleague - post nephrectomy obstruction</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>D</td>
<td>Missed diagnosis - pneumo-peritoneum</td>
<td>0.7</td>
<td>0.8</td>
</tr>
<tr>
<td>E</td>
<td>Complication of procedure - Pneumothorax during a diagnostic pleural tap</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>F</td>
<td>Informed consent - Administration of Iodinated contrast medium</td>
<td>0.2</td>
<td>0.9</td>
</tr>
</tbody>
</table>
institutions, whereas 19 (45.2%) at public institutions. At the time of the study, 14.3% (n=6) participants were in the 1st year, 28.6% (n=12) in the 2nd, 33.3% (n=14) in the 3rd and 23.8% (n=10) in the 4th year of training.

Based on faculty ratings, all cases were found to have acceptable internal consistency (Table-1) with alpha values ranging from 0.6 to 0.9 for rating scale scores. The alpha values were comparatively diminutive when calculated against the checklist scores (range 0.2 to 0.7), suggesting that inter-item covariance improved enough with the use of rating scales to offset the effect of increased average item variance.

Average Intraclass correlation coefficient (ICC) was 0.6 (95% CI 0.4 to 0.8, p<0.001) for faculty ratings using the checklist. ICC was 0.6 (95% CI 0.4 to 0.8, p<0.001) for faculty ratings using the rating scale. Two-way random effects model was used. Statistics for individual stations were noted (Table-2).

The trends for Cronbach's alpha were very similar to that observed with faculty evaluations. Average ICC was 0.6 (95% CI 0.3 to 0.7, p<0.001) with the use of checklists and 0.7 (95% CI 0.5 to 0.8, p<0.001) with rating scales.

Analyses of the use of the same tool by different evaluators - faculty and SP - did not reveal any consistent

---

### Table-2: Comparison of the use of evaluation tools (checklist and global rating scales) by Faculty and Standardized Patients (SP).

<table>
<thead>
<tr>
<th>Case</th>
<th>Faculty Mean (SD)</th>
<th>SP Mean (SD)</th>
<th>Mean (SEM)</th>
<th>p</th>
<th>r</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checklist</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>51 (14)</td>
<td>65 (18)</td>
<td>-14 (2)</td>
<td>0.000</td>
<td>0.6</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>78 (9)</td>
<td>78 (9)</td>
<td>0 (1)</td>
<td>0.700</td>
<td>0.8</td>
<td>0.000</td>
</tr>
<tr>
<td>C</td>
<td>73 (15)</td>
<td>60 (18)</td>
<td>13 (2)</td>
<td>0.000</td>
<td>0.6</td>
<td>0.000</td>
</tr>
<tr>
<td>D</td>
<td>74 (23)</td>
<td>68 (27)</td>
<td>6 (3)</td>
<td>0.066</td>
<td>0.7</td>
<td>0.000</td>
</tr>
<tr>
<td>E</td>
<td>80 (8)</td>
<td>75 (16)</td>
<td>5 (2)</td>
<td>0.031</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>72 (10)</td>
<td>42 (21)</td>
<td>30 (3)</td>
<td>0.000</td>
<td>0.4</td>
<td>0.018</td>
</tr>
<tr>
<td>Overall†</td>
<td>72 (17)</td>
<td>65 (23)</td>
<td>7 (1)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>Rating Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>39 (12)</td>
<td>68 (14)</td>
<td>-29 (2)</td>
<td>0.000</td>
<td>0.4</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>62 (14)</td>
<td>59 (14)</td>
<td>3 (0.5)</td>
<td>0.000</td>
<td>1.0</td>
<td>0.000</td>
</tr>
<tr>
<td>C</td>
<td>48 (14)</td>
<td>59 (17)</td>
<td>-12 (2)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>D</td>
<td>59 (15)</td>
<td>68 (17)</td>
<td>-10 (2)</td>
<td>0.000</td>
<td>0.8</td>
<td>0.000</td>
</tr>
<tr>
<td>E</td>
<td>68 (7)</td>
<td>48 (14)</td>
<td>20 (2)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>51 (9)</td>
<td>42 (16)</td>
<td>10 (2)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>Overall†</td>
<td>54 (16)</td>
<td>57 (18)</td>
<td>-3 (1)</td>
<td>0.023</td>
<td>0.3</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Paired t-test, two tailed, level of significance <0.05
†based on comparison of 252 ratings (42 residents x 6 stations).

### Table-3: Comparison of evaluators (Faculty and Standardized Patients (SP)) on the use of checklist and rating scales.

<table>
<thead>
<tr>
<th>Case</th>
<th>Faculty Mean (SD)</th>
<th>SP Mean (SD)</th>
<th>Mean (SEM)</th>
<th>p</th>
<th>r</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Checklists</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>51 (14)</td>
<td>65 (18)</td>
<td>-14 (2)</td>
<td>0.000</td>
<td>0.6</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>78 (9)</td>
<td>78 (9)</td>
<td>0 (1)</td>
<td>0.700</td>
<td>0.8</td>
<td>0.000</td>
</tr>
<tr>
<td>C</td>
<td>73 (15)</td>
<td>60 (18)</td>
<td>13 (2)</td>
<td>0.000</td>
<td>0.6</td>
<td>0.000</td>
</tr>
<tr>
<td>D</td>
<td>74 (23)</td>
<td>68 (27)</td>
<td>6 (3)</td>
<td>0.066</td>
<td>0.7</td>
<td>0.000</td>
</tr>
<tr>
<td>E</td>
<td>80 (8)</td>
<td>75 (16)</td>
<td>5 (2)</td>
<td>0.031</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>72 (10)</td>
<td>42 (21)</td>
<td>30 (3)</td>
<td>0.000</td>
<td>0.4</td>
<td>0.018</td>
</tr>
<tr>
<td>Overall†</td>
<td>72 (17)</td>
<td>65 (23)</td>
<td>7 (1)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>Global Rating Scales</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>39 (12)</td>
<td>68 (14)</td>
<td>-29 (2)</td>
<td>0.000</td>
<td>0.4</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>62 (14)</td>
<td>59 (14)</td>
<td>3 (0.5)</td>
<td>0.000</td>
<td>1.0</td>
<td>0.000</td>
</tr>
<tr>
<td>C</td>
<td>48 (14)</td>
<td>59 (17)</td>
<td>-12 (2)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>D</td>
<td>59 (15)</td>
<td>68 (17)</td>
<td>-10 (2)</td>
<td>0.000</td>
<td>0.8</td>
<td>0.000</td>
</tr>
<tr>
<td>E</td>
<td>68 (7)</td>
<td>48 (14)</td>
<td>20 (2)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>51 (9)</td>
<td>42 (16)</td>
<td>10 (2)</td>
<td>0.000</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>Overall†</td>
<td>54 (16)</td>
<td>57 (18)</td>
<td>-3 (1)</td>
<td>0.023</td>
<td>0.3</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*Paired t-test, two tailed, level of significance <0.05
†based on comparison of 252 ratings (42 residents x 6 stations).
trends. Though there were some stations with excellent correlation between the two evaluators, overall, correlation coefficients of 0.5 and 0.3 for checklists and rating scales, respectively, were seen (Table-3).

Discussion

CIS is recognised as an important set of skills for radiology residents and consultants. Limitations of human resources and assessment tools are critical roadblocks to formal assessment of CIS in exit examinations of radiology residency programmes. Our study demonstrated moderate to strong correlation between checklist and rating scales for assessing CIS of radiology residents. However, if we consider absolute difference, it appears that a significantly higher score is awarded with the use of checklists compared to the use of rating scales. Both these observations remain valid regardless of the type of evaluator (faculty or SP).

The above observations, combined with slightly higher alpha values obtained with the use of rating scales, suggest a better ability of rating scales to evaluate CIS. van der Vleuten et al have argued that subjective methods have greater capacity for subtler assessment of skills as opposed to 'objectified' methods. They further opined that too much emphasis on 'objectification' may even have a negative impact on learning and assessment. Cohen et al. reported an excellent correlation between scores awarded by SPs on checklists and rating scales. In fact, subjective ratings were found to have better reliability for CIS assessment than the checklists. Cohen et al organised 26 items into five sections, with each section designed to represent a different aspect of CIS. At the end of every section, a single global rating scale was used. We used a slightly different layout with a one-to-one matching of items on checklists and rating scales but have similar findings supporting the rating scales.

The ease of administration and objectivity make checklist an attractive option. On the other hand, global rating scales are deemed limited in terms of reliability and comparability. However, the notion that objectivity and reliability are inseparable is fading fast. In fact, given enough sample size or sampling time (e.g. 8-hours of testing), the reliability of diverse formats such as MCQs, Oral exam, OSCE and Mini-CEX (mini clinical evaluation exercise) tends to be very similar. The rating scale, such as the one used in the current study, appears to be a good amalgam, with the objectivity of checklists and the discriminative ability of a graded scale. Cohen et al also reported that, compared to checklists, rating scales offer the same degree of reliability with a smaller number of cases.

Regardless of the type of rating scale used, both faculty and SPs were capable of evaluating residents' CIS with satisfactory fidelity. The intra-class correlation coefficient - a measure of agreement between raters — was significant for both checklist and rating scales. On the same note, internal consistency of individual vignettes was found to be satisfactory for both tools of evaluation, though slightly better numbers were seen for the rating scales. This, again, suggests that a rating scale allows a subtler differentiation of examinees' CIS while maintaining the reliability traditionally considered inherent in a dichotomous checklist.

Consistency in the type of evaluator (faculty or SP) is also an important consideration for meaningful comparisons across different exam sessions. Although, both evaluators were able to satisfactorily use the checklist and the rating scales, the overall correlation between SP and faculty evaluations was merely 0.5 and 0.3 for checklists and rating scales, respectively. The choice of evaluator would in turn have bearing on the choice of the assessment tool. Rating scale can be an excellent tool in the hands of an experienced faculty evaluator, but the use of dichotomous checklists might be more convenient for SPs having limited background in medical education, training and assessment. In the current study, all faculty members were experienced in OSCE evaluations, checklists and rating scales; SPs had no such experience. Considering SPs' current performance, coupled with the fact that training can enhance it, SPs come forward as a valuable resource for CIS training and assessments.

In a detailed analysis of the performance of SPs and expert raters in an OSCE, Han et al concluded that intensely trained SPs outperform experts on both checklists and rating scales for evaluating medical students' clinical skills. Residents represent a higher level of expertise and it may be argued that a connoisseur would be able to better discern the taste that residents' CIS are likely to leave. However, Donnelly et al. also observed similar performance of faculty and SP raters for assessing CIS of surgery residents. Our study also suggested that adequately trained SPs can be satisfactory alternatives to faculty examiners. If possible, this will immensely improve the utilisation of financial and human resources.

There are certain limitations of this study that must be considered before drawing any direct or indirect implication from its results. Firstly, although all faculty members were qualified enough to be examiners for the post-graduate certification in radiology, the level of expertise in the particular areas of SP-OSCE may not be the same across the board. Secondly, the training SPs was limited to a single five-hour session. The SPs were experienced in undergraduate medical students' OSCEs. Arguably, a more intense training could have led to a
superior performance of SP evaluators. Thirdly, the faculty evaluators had an edge over SPs with respect to the time available for assessment, as they could complete their assessment in real time which was not possible in the case of SPs.

Conclusion

The study demonstrated that both checklists and rating scales can serve as satisfactory CIS assessment tools in SP-OSCE. The actual choice of assessment tool and the evaluator would depend on the context, available resources, goals of the exam (e.g. formative vs summative), and the institutional environment.
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